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Motivation and Goals 

Decision makers benefit greatly from systems that generate information from data –  

e. g. when deciding between different options and their respective costs –, as those 

systems hold the potential of improving both the decision process itself as well as the 

resulting outcomes (Burnay et al., 2019). Effectively visualizing relevant information to 

the system’s users however poses a challenge (Burnay et al., 2019). In addition, many 

of today’s decisions are made using Artificial Intelligence (AI) methods, such as 

Machine Learning (ML) algorithms, which often suffer from opacity (Adadi & Berrada, 

2018). Explainable AI (XAI) methods aim to conquer this issue by increasing the 

models’ transparency (Adadi & Berrada, 2018). 

 

Building on this, the goal of the thesis is to design and evaluate an XAI dashboard for 

an e-Commerce use case (such as customer service, online retail, etc.). For this 

purpose, it may build on the Design Science Research Methodology, to ensure that 

both research and practice can benefit from its results (Hevner et al., 2020). 

 

Required Skills 

• Interest in AI and ML 

• Good English skills 

• Prior coding experience (e. g. Python, MATLAB, etc.) 
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