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Motivation and Goals 

Despite the remarkable capabilities of large language models (LLMs) such as GPT-4 

or Llama 3, their black-box nature often raises concerns about trustworthiness. 

Explainable AI (XAI) research shows that explanations can improve transparency and 

trust. Early studies on explanations introduced various explanation provision 

strategies, such as automatic (always displayed), user-invoked (on-demand), and 

intelligent (displayed when considered necessary by the system). Among these, 

intelligent explanations are particularly promising because they reduce information 

overload while offering necessary insights without extra user effort. However, it is not 

clear how to design such explanations in the LLM context. 
 

The goal of this bachelor thesis is to develop an LLM-based data assistant displaying 

intelligent explanations about how it arrived at its responses. The basic assistant for 

performing data analysis using natural language is available, and the code can be 

provided to the student as a starting point. The overall development process should 

follow the design science research approach (Hevner et al., 2004) and include a small-

scale evaluation of the prototype with fellow students. 

 

Required Skills 

• Strong interest in (generative) AI and LLMs 

• Good English language skills 

• Basic programming skills (e.g., Python) 
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