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Motivation and Goals 

Recommender systems are a vital part of the e-commerce landscape and can take the 

form of collaborative filtering-, content-based-, or hybrid recommender systems 

(Melville & Sindhwani, 2017). Building on e. g. Machine Learning (ML) techniques, 

such systems allow companies to advertise and, further down the line, sell products to 

customers based on their shared characteristics and/or individual interests (Melville & 

Sindhwani, 2017). However, the high performance of ML algorithms is oftentimes 

accompanied by opacity (Adadi & Berrada, 2018). As a consequence, customers might 

be inclined to distrust recommendations arising from black-box Artificial Intelligence 

(AI) models (Chen, Tian & Jang, 2024). In light of this, Explainable AI (XAI) aims at 

explaining the models’ decisions and thus make them more transparent (Adadi & 

Berrada, 2018). 
 

The goal of the thesis is to explore the explainability needs of customers when it comes 

to the outputs of recommender systems, i. e. product or service recommendations. 

This goal shall be achieved by means of interviews (e. g. in semi-structured form) and 

a thorough analysis of the results. Thus, the results of the thesis may guide researchers 

and companies in designing better (potentially XAI-based) recommender systems. 
 

Required Skills 

• Interest in AI, ML, and Human-AI Interaction 

• Good English skills 

• Interest in / Prior experience in conducting qualitative research (e.g., interviews) 
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